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**摘 要：**为提高电动汽车引擎拟音的个性化效果和质量，引入生成对抗网络(GAN)模型，构建了电动汽车的GAN主动发声模型，设计了模型中各层网络的结构和卷积核大小，利用自适应时刻估计算法优化网络各层权重，并将模型用于样本生成试验。在模型训练中提出一种相位扰动操作，用于解决上采样操作产生音调噪声的问题；为证明GAN模型中不同输入信号的性能差异，构建了基于二维声谱图输入的GAN模型，并用于对照试验。试验结果表明：模型可准确地学习到原始音频信号的特征分布；人耳听觉测试结果显示，生成的声音样本真实度在90%以上；基于留一法（LOO）的1-NN分类评价结果显示，原生音频和二维声谱图GAN模型的LOO精度均大于或接近50%，表明模型训练未产生过度拟合。
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**Abstract:**To improve the personalization and quality of the sound imitation of electric vehicle engines, a generative adversarial networks (GAN) model was introduced to construct the GAN active sound model of electric vehicles. The structure of each layer of the network and the size of the convolution kernel in the model were designed. The adaptive moment estimation algorithm was used to optimize the weights of each layer in the network. The model was used for sample generation experiments. A phase perturbation operation was proposed in model training to solve the problem of pitch noise generated by the upsampling operation. Inorderto prove the performance differences of different input signals in the GAN model, a GAN model based on two-dimensional spectrogram input was constructed and used for controlled trials. The test results show that the model can accurately learn the feature distribution of the original audio signal;the human hearing test results show that the authenticity of the generated sound samples is more than 90%; the 1-NN classification evaluation results based on the leave-one-out method (LOO) show, the LOO accuracy of the native audio and two-dimensional spectrogram GAN models are both greater than or close to 50%,, indicating that model training does not produce overfitting; the method proposed in this paper is true and reliable in generating sound effects.
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随着电动汽车产业的迅速发展，电动汽车在普及使用过程中逐渐暴露出一些问题，如低速行驶时因声音幅值较低而存在交通安全隐患、拟音不能满足用户个性化需求等，这些问题受到行业研究者的广泛关注。很多国家的相关协会起草了有关电动汽车低速行驶的噪声标准[[[1]](#endnote-2)]，很多研究人员设计了汽车主动发声系统，以更准确地拟合内燃发动机的声音。
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本文以几种内燃机不同工况的声信号作为样本，建立基于GAN的主动发声模型，将原始音频信号和经过频域变换的梅尔谱特征的内燃机声信号样本输入模型训练，以获得最优的引擎声音合成模型。

1生成对抗网络

1.1 GAN原理

GAN是一种深度学习模型，其通过构建判别器（Discriminator）和生成器（Generator）并使之协同工作完成训练[[[2]](#endnote-3)]。生成器用于生成样本数据，并与真实样本一起送入判别器进行训练，目标是尽可能生成好的样本；判别器的目标是尽可能识别真实样本，拒绝生成样本。GAN原理如图1所示。



图1 GAN原理

Fig.1 Principles of adversarial generative networks

GAN的底层模型是多层感知机，可以学习到低维潜在变量（**，**为独立同分布样本的先验变量集合）到真实数据集中点*x*的映射关系。判别器D的损失函数为二元分类器的正则交叉熵损失函数，其计算式为

 (1)

式中：为判别器的损失函数；*y*为样本真实度的期望值，对于真实样本，*y*为1，对于假样本，*y*为0；为真实样本的预测概率，是假样本的预测概率。若用*G*()表示生成样本*x*，*D*(*x*)表示*p*，则判别器的损失函数可表示为

(2)

生成器G的目标是最大化判别器D的损失函数值，式（2）中第一项与生成器无关，故生成器G的损失函数可表示为

 (3)

生成器G和判别器D为竞争关系，两者的联合目标函数*V*(*D*,*G*)可表示为

 (4)

式中：是*x*的概率分布；是的概率分布；和分别表示*x*和的数学期望。生成器G可用全连接神经网络或卷积神经网络表示，其可通过噪点概率分布得到一个生成数据概率分布，使尽可能接近，即生成样本尽可能少被判别为假。判别器D的训练目标是最大限度鉴别生成样本为假样本，即最大化和之间的差距。

1.2 GAN求解

式（4）中的目标函数*V*是连续的，采用*V*的积分形式表示期望，可得式（5），由于*G*(***z***)生成的数据是*x*，可得式（6）。

(5)

(6)

表示*z*的生成数据的概率分布，可表达为

 (7)

将式（7）代入式（6），可得式（8）。

(8)

目标函数中的最优解推导过程如式（9）~（11）所示。

 (9)

即

(10)

解得

 (11)

式中*D*\*(*x*)表示的最优解。当，。将该最优解表达式代入式（8），优化求解生成器G，此时目标函数*C*(*G*)表达式为

(12)

将式（12）整理为连续函数的KL散度表达式为

 (13)

KL散度为非负数，由式（13）可知，当=时，取得全局最小值。

2 主动发声系统设计

本文提出一个基于自动评价效果的GAN模型用于生成内燃机引擎声音，其主要流程为：将声音样本和标签预处理后分为训练集和测试集两部分，将训练集数据和对应的标签作为原始输入训练GAN模型，使用测试集验证迭代完成的训练后模型，从而筛选、保存最优模型，最后保存的GAN生成器模型用来生成新的声音样本。主动发生系统原理如图2所示。



图2 主动发生系统原理

Fig.2 Schematic diagram of active generation system

2.1原生音频GAN模型设计

受深度卷积对抗生成网络（deep convolution generative adversarial networks，DCGAN）[3]的启发，为保证GAN模型训练的可控性和成功率，模型中的生成器和判别器均采用卷积神经网络结构，生成器的卷积层称为转置卷积（Trans Conv）层[4]，是对特征图的上采样过程，类似普通卷积层的反向梯度计算。根据原生音频的特点将原DCGAN中的5×5二维卷积核调整成长度为25的一维卷积核，步长也同样从2×2调整为4。综合考虑音频样本长度和时间效率，将原生音频的GAN网络结构调整为：生成器包含输入层、全连接层和5个卷积层，卷积层之间均使用ReLU激活函数。由于原生音频输入为一维向量，故卷积核仅用宽度表示。原生样本GAN生成器具体结构如表 1所示。

表 1原生样本GAN生成器结构

Table 1 Native sample GAN generator structure

|  |  |  |  |
| --- | --- | --- | --- |
| 层名称 | 类型 | 卷积核大小 | 卷积核数目 |
| 输入层 | — | — | — |
| 全连接层 | 全连接 | 1×100 | 16384 |
| ReLU | 激活层 | — | — |
| Conv1D (步长为4) | 卷积层 | 1×25 | 512 |
| ReLU | 激活层 | 1×25 |  |
| Conv1D  (步长为4) | 卷积层 | 1×25 | 256 |
| ReLU | 激活层 | — | — |
| Conv1D  (步长为4) | 卷积层 | 1×25 | 128 |
| ReLU | 激活层 | — | — |
| Conv1D  (步长为4) | 卷积层 | 1×25 | 64 |
| ReLU | 激活层 | — | — |
| Conv1D  (步长为4) | 卷积层 | 1×25 | 1 |
| ReLU | 激活层 | — | — |

原生样本判别器包含5个卷积层和1个输出层，输出层为全连接层。各层之间的激活函数使用LReLU函数，各卷积层之间增加相位转换与调整操作，最后为重构层和全连接层。原生样本GAN判别器具体结构如表 2所示。表中：*α*为泄露(Leaky)值，*n*表示相位转换因子。

表 2原生样本GAN判别器结构

Table 2 Native sample GAN discriminator structure

|  |  |  |  |
| --- | --- | --- | --- |
| 层名称 | 类型 | 卷积核大小 | 卷积核数目 |
| 输入层*G*(*z*) | 层 | — | — |
| Conv1D (步长为4) | 卷积层 | 1×25 | 64 |
| LReLU (*α* = 0.2) | 激活层 | — | — |
| 相位转换 | 相位调整 | — | — |
| Conv1D(步长为4) | 卷积层 | 1×25 | 128 |
| LReLU (*α* = 0.2) | 激活层 | — | — |
| 相位转换 (*n* = 2) | 相位调整 | — | — |
| Conv1D(步长为4) | 卷积层 | 1×25 | 256 |
| LReLU (*α* = 0.2) | 激活层 | — | — |
| 相位转换 (*n* = 2) | 相位调整 | — | — |
| Conv1D(步长为4) | 卷积层 | 1×25 | 512 |
| LReLU (*α* = 0.2) | 激活层 | — | — |
| 相位转换(*n* = 2) | 相位调整 | — | — |
| Conv1D(步长为4) | 卷积层 | 1×25 | 1024 |
| LReLU (*α* = 0.2) | 激活层 | — | — |
| Reshape | 重构层 | — | — |
| 全连接层 | 全连接 | 16384×1 | 64 |

2.2声谱图GAN模型设计

根据声谱图的二维特性，仍使用DCGAN的原生结构，卷积核的大小为5×5，步长为2。综合考虑音频样本时长和性能，确定样本声谱图的GAN网络结构为：生成器包含全连接层和5个卷积层，卷积层之间均使用ReLU激活函数，最后一层使用Tanh激活函数，由于声谱图输入为二维数据，故卷积核大小采用长度×宽度来表示。基于样本声谱图GAN生成器具体结构如表 3所示。

表 3基于样本声谱图GAN生成器结构

Table 3 Structure of GAN generator based on sample spectrogram

|  |  |  |  |
| --- | --- | --- | --- |
| 层名称 | 类型 | 卷积核大小 | 卷积核数 |
| 输入层 | 输入层 | — | — |
| 全连接层 | 全连接 | 1×100 | 16384 |
| ReLU | 激活层 | — | — |
| Trans Conv2D (步长为2) | 卷积层 | 5×5 | 64×8 |
| ReLU | 激活层 | — | — |
| Trans Conv2D (步长为2) | 卷积层 | 5×5 | 64×4 |
| ReLU | 激活层 | — | — |
| Trans Conv2D (步长为2) | 卷积层 | 5×5 | 64×2 |
| ReLU | 激活层 | — | — |
| Trans Conv2D (步长为2) | 卷积层 | 5×5 | 64×1 |
| ReLU | 激活层 | — | — |
| Trans Conv2D (步长为2) | 卷积层 | 5×5 | 1 |
| Tanh | 激活层 | — | — |

判别器包含5个卷积层、1个重构层和1个输出层，卷积层之间为激活层，激活函数使用LReLU函数，最后为重构层和输出层，输出层为全连接层。每层的卷积核尺寸均为5×5，卷积核的数量与表2中对应的每层卷积核数量相等。

3 样本生成试验

3.1声音样本处理

在半监督的音频分类中使用音频原生时域信号来完成训练，分类精确度未受影响。车辆发动机启动时产生的声音信号是随着时间变化的非平稳信号，可能包含了启动马达和发动机转速的音频特征，因此在短时音频样本处理中，采用二维时域声谱图信号和原生时域信号处理方式做对照试验。

内燃机工作声音样本录制环境为普通的实验室环境，共采集1200个声音样本作为试验用样本集。样本库包含丰田HR16DE汽油机、现代D4BH柴油机、三菱4G6 MIVEC汽油机共三种型号的内燃机启动、转速从800 r/min到4 500 r/min共40组稳态声音信号。每个声音样本处理为采样率16 kHz、长度1 s、单声道。

原生时域声音样本处理时将真实的样本信号波形转化为一维向量，并采用最值归一法归一化，如式（14）所示。

 (14)

式中：代表声音样本集合；代表归一化后声音样本集合。

二维时频域声谱图处理采用短时傅里叶变换方法转化音频信号[[[3]](#endnote-4)]，如式（15）所示。

(15)

式中：表示时间*t*的偏移量；*f*为输入频率；表示时刻的连续信号；为随时间*t*变化的窗函数，上标“\*”表示复共轭。式（15）最终计算结果为任意时刻下该信号所包含的各频率的幅值、相位等数据。*w*(*t*)窗函数计算如式（16）所示。

(16)

(17)

式中*N*为窗口长度。

信号预处理过程中以16ms间隔加窗分帧，重叠量为8 ms，做短时傅里叶变换，最终获得信号为的二维矩阵。为保证得到的声音频谱大小合适，还需使用梅尔滤波器[[[4]](#endnote-5)]处理二维时频信号，梅尔滤波器的计算如式（18）所示。

(18)

式中代表梅尔值。

通过梅尔滤波器处理后的信号能较好反映人耳对频率的敏感性，即在低频区域梅尔值增长速度较快，在高频区域梅尔值增长速度缓慢。处理后的梅尔谱图如图3所示。
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图3部分样本的梅尔谱图

Fig.3 Mel spectra of some samples

样本数据采用式（19）归一化处理，使数据集的均值为0，标准差为1，处理后的数据值均在[-1,1]之间。

 (16)

式中：*μ*为所有样本的均值；*σ*为所有样本数据的方差。处理过的数据经人耳听力测试，样本没有产生听觉差异。

3.2模型训练与调优

为保证试验结果的可比较性，原生声音和声谱图输入均采用1s时长的样本，生成器的输入均为100维的潜在向量。原始样本的生成器训练采用表1所示结构，全连接层将输入100维噪声向量样本变换为16×1 024的特征图，然后按照相应的卷积核长度和数量进行类似上采样的反卷积操作，经过5次反卷积操作和激活操作后得到16 384维向量作为判别器的输入进行下一步操作。原生样本的判别器训练采用表2所示结构，将生成器产生的16 384维向量和真实样本读取的16 384维数据统一作为输入，进行卷积操作和相应的激活操作。激活函数采用LReLU[[[5]](#endnote-6)]函数，相比于ReLU，LReLU在输入小于0时仍有梯度变化，可以减轻普通ReLU的稀疏性，此处*α*取为0.2。判别器经过5次卷积操作后，连接全连接层和二元分类器，判别样本的真伪。

原生样本判别器训练过程中，由于真实数据中存在频率重叠，上采样操作不可避免地会产生音调噪声，类似二维图像反卷积操作造成 “棋盘”伪影[[[6]](#endnote-7)]现象。由于音调噪声常出现在特定阶段，判别器很容易学习到一个规则来拒绝这些噪声样本，从而抑制整体优化，降低判别器性能。为解决该问题，在训练中提出一种相位扰动操作，通过*m*个样本随机扰动每一激活层数据的相位，使特征图在输入到下一层之前统一化，从而提升判别器抗噪能力。

相位扰动操作是在判别器的每一层中将特征图左或右边界映射填充到上采样后样本缺失的部分，从而得到均匀的样本。特征图相位扰动操作示意如图4所示，图中表示了5个特征图在*m*=2时所有的输出可能。



图4特征图相位扰动操作示意

Fig.4 Schematic diagram of feature map phase perturbation operation

声谱图样本输入训练过程中，生成器训练采用表 3所示结构，全连接层将输入100维噪声向量样本变换为4×4×1 024的特征图，然后采用5×5的二维卷积核（卷积核数量逐层递减）进行反卷积操作，经过5次反卷积操作和激活操作，最后得到128×128的二维声谱图作为判别器的生成样本输入。

为保证两种模型方案的可比较性，训练中每批均选取64个样本预测梯度，学习率均选择为0.0002。为快速处理凸函数的稀疏梯度问题，训练的梯度下降优化均采用自适应时刻估计（Adam）算法[[[7]](#endnote-8)]，Adam优化器参数中均设置为0.5。

3.3 试验过程

试验采用NVIDIA GeForce GTX 1070 GPU和CUDA9.0计算环境，选择样本集中80%的样本作为训练集，10%作为验证集，剩余10%作为测试集。训练80个批次，约9 h后趋于收敛。损失曲线如图5所示，图中：G\_W和G\_S分别代表原始样本和声谱图样本的生成器训练损失曲线，D\_W和D\_S分别代表原始样本和声谱图样本的判别器训练损失曲线。由图5可见，训练20批次时，两对生成器和判别器的训练损失函数值均基本趋于稳定。



图5损失曲线

Fig.5 Loss curve

4 模型评估与分析

为准确验证训练的模型质量，对于训练生成的样本分别采用定性和定量的评价方法。

4.1人工评价

在定性评价中采用人工听音评价方法。随机抽取由原生音频GAN模型和声谱图GAN模型生成的声音样本各10个，与20个真实声音混合，分两组放置在声品质评价系统中，由试听者分别投票辨识各组声音样本的真实性，评价中共有25人参与，评价结果如图6所示。样本属性值为0表示生成样本，样本属性值为1表示真实样本，投票结果显示大部分样本的真实度都在90%以上。因此，普通人的听觉不能较好区分出两种样本之间的差异，也不能有效评价出原始音频模型和声谱图模型之间的差别。



(a) A组



(b) B组

图6 定性评价结果

Fig.6 Qualitative evaluation results

4.2基于1-NN 分类器评价

样本质量的定量评价采用基于1-NN分类器的留一法（Leave-One-Out, LOO）精度[[[8]](#endnote-9)]评价方法。如果模型生成的样本足够好，生成样本分布与真实样本分布完美匹配时，1-NN分类器应该服从约为50% 的LOO精度，即无论如何分配验证集和训练集，对于1-NN分类器都只有50%概率预测正确。本文定量评价中使用所有120个真实样本作为正样本，120个生成样本作为负样本，使用LOO法循环训练 1-NN分类器。评价结果如图7所示，可见两种模型的所有验证集样本的LOO精度均处于增长趋势，说明模型可靠性较高。



(a)原生音频GAN模型



（b）声谱图GAN模型

图7 定量评价结果

Fig.7Quantitative evaluation results

两种模型生成的样本详细评价数据如表4所示。由表4可见：所有验证集的LOO精度均大于或者接近0.5，说明原生音频GAN模型和声谱图GAN模型的训练过程都没有产生过度拟合；原生音频GAN模型和声谱图GAN模型的真实样本验证集LOO精度都低于生成样本验证集，表明两种GAN模型都能够捕捉到发动机引擎的音频特征。

表 4定量评价结果

Table 4 Quantitative evaluation results

|  |  |  |  |
| --- | --- | --- | --- |
| 验证集 | 真实样本 | 原生音频GAN | 声谱图GAN |
| 混合样本 | 0.485 | 0.791 | 0.813 |
| 真实样本 | 0.495 | 0.735 | 0.881 |
| 生成样本 | 0.504 | 0.814 | 0.945 |

。

5 结论

1）提出了一种基于GAN的电动汽车主动发声模型，合理设计了生成器网络和判别器网络的层次结构。试验中将采集到的内燃机启动声音样本作为模型的输入训练GAN网络模型，经1-NN分类评价显示，模型可准确地学习到原始音频信号的特征分布，经人耳听觉测试显示，生成的声音样本仿真度较高。

2）GAN模型的原生音频样本输入与二维声谱图输入的对照试验显示，声谱图GAN模型在训练时可能产生了模型坍塌，原生音频GAN模型的生成样本质量高于二维声谱图GAN模型。
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